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ABSTRACT

KEYWORDS: Workflow ; Microservices; Flow Mutation; Rendering as a service.

Workflow systems is still an open area of research due to diverse domain scenar-

ios, response time, processing power, storage restrictions, domain specific scenario and

security aspects. In this regard, 14 key features have been identified of any workflow

system as domain agnosticism, content based and dynamic routing, message mutations,

definition of nodes, workflows, their reuse and distribution, flexibility in rendering, user

interface and computational processes, web adaptability,compatibility with low end

devices and internet of things, security and ability to publish and discover functional

capabilities. Formalism based reasoning to discover a fundamental issue in the state of

the art for lack of customizability, as the orchestration logic which is a simple map from

source to target nodes and forces nodes to couple with routing logic has been done. This

issue is solved through a novel concept offlow mutationto expand the scope of routing

logic to modify a message there by making a node more thin. In addition, for user inter-

face nodes,a fast upcoming concept ofrendering as a servicefor interface generation

has been used. For computational nodes, a novel scheme of process-triad for data sci-

ence workflows for model, data and control as services is introduced. The formalism

can be realized in any implementation however a proof of concept is provided using

Python/Flask for use cases for smart campus, computer vision and machine learning

processes. In a nutshell, this report contains a novel workflow architecture backed by

formalism for building of highly flexible, scalable, domainagnostic and light weight

systems to provide plug-n-play nodes, workflows and rendering and security.
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CHAPTER 1

INTRODUCTION

Workflow management is a very standard requirement in any organization involving

administration, business or scientific processes. A workflow is theoretically equivalent

to a program involving shared functions across diverse programs. A workflow involves

several steps, where each step itself may be a complex business process. These steps or

individual processes are shared among several dozens of workflows and their instances.

The flow of a message or a snapshot of several related messagesamong these processes

constitutes a workflow.

The application domain itself may be varied with different requirements and service

level agreements. The processes range from slow and time consuming steps to real

time processes, less data to several tera-bytes of storage requirements, novice to scien-

tific processes and human-in-loop systems across diverse domain in e-commerce, busi-

ness to business, defense, bioinformatics, administration and several other organization

where processes are involved. There have been several dozens of workflows systems

worldwide over more than last two decades and still newer systems are evolving.

1.1 Motivations

There is a need to understand what is common across all these systems, what is missing

in common amongst the state of the art, why is it that several systems are still evolv-

ing and is there a way to define and address in a formal and theoretical setting and

demonstrate by a proof of concept of the ideas developed. There are hundreds of work-

flow systems worldwide. The main domains are business, administration and scientific.

There is a need to address why there are so many systems and is there a way to address

at the fundamental level. There is also a need to address the lack of customization in

the orchestration.



1.2 State of the Art

Various state of the art workflow systems have been explored and studied. Most of

the literature talked about features like security, scalability and distributed node objects.

Many papers discuss domain specific scenarios like documentmanagement systems

Joseph and Mosweu, life sciences (agricultureLiu et al. (2016) and healthYanget al.

(2019)), scientific workflows (Chenet al. (2015), Ryngeet al. (2012), Mandalet al.

(2015), Tovaret al. (2017), Ludäscheret al. (2006), Mandalet al. (2017) and so on),

sensors in defense scenariosQiu et al. (2019) and education technology (Yang et al.

(2018), Papet al. (2020)).

Some state of the art systems talks about job scheduling. Forexample,Mujezinovíc

and Ljubovíc (2019) schedules workflow in a serverless architecture using producer-

consumer architectural patterns and AWS lambda functions.Caoet al.(2003) discusses

workflow for grid computing and the Fuzzy Time technique for workflow scheduling

and conflict management.Li et al. (2016) talks scheduling in big data analytics and

reuses node objects. Another feature that some systems discuss is the allocation of re-

sources for better performance.Chenet al. (2015) talks about dynamic task clustering

strategies to merge several short tasks into a single job andto improve the runtime per-

formance of workflow executions in faulty execution environments.Tovaret al. (2017)

termed this as the job sizing problem and recommends a resource feedback loop that

uses historical information to compute a recommended first allocation for the job sizing

problem. Further,Król et al. (2016) talks about workflow performance profiles, which

analyzes workflow profiles based on time series data collected from real workflow ex-

ecutions. Nawazet al. (2016), Deelmanet al. (2019a), da Silvaet al. (2017), Ceri

et al. (1997) andAmin et al. (2018) discuss high performance computer simulations in

large-scale applications.Nawazet al. (2016), Sánchez-Gallegoset al. (2019) include

support for IoT and IAAS. Cloud execution specific scenariosare discussed inMandal

et al. (2015), Nawazet al. (2016), Filgueiraet al. (2016), Li et al. (2016) andHoffa

et al. (2008) which include I/O and data-intensive workflows.

When it comes to representing a workflow, many state-of-the-art systems use DAG

as the primary medium.Ryngeet al. (2012), Yanget al. (2018), Deelmanet al. (2020),

Mandalet al. (2017) andLinke et al. (2011) talks using loosely-coupled workflows as

2



independent DAGs with each node as task and edge as dependencies. Definite interfaces

for workflows are discussed in some of the literature.Li et al. (2016) uses textual and

GUI interface for entering the requirements. Some workflow systems use user nodes,

computational nodes or both.Joseph and MosweuandLudäscheret al.(2006) have only

user nodes and no computational nodes.Alonsoet al. (1995) uses only computational

nodes.Liu et al. (2016) uses both.Ryngeet al. (2012) andBetancourtet al. (2019)

have an interface for passing messages between the jobs.Alonsoet al. (1995) uses a

persistent message passing system instead of a centralizeddatabase.

Exploring the key features in the literature,Ryngeet al. (2012) uses content-based

routing, but the node decides what to do upon receiving a message and not the routing

logic. Liu et al. (2016), Wolstencroftet al. (2013) andda Silvaet al. (2017) discusses

using nodes as microservices.Brzezínski et al. (2011) andLiu et al. (2016) use work-

flows where nodes are communicating via REST.

1.3 Gap Area

After analysing the various state of the art systems,the common concepts amongst all

the workflow systems have been identified. Further features are also proposed. All

the features are discussed in detail in the section3.3 and described in table1.1. Many

of them not address at the fundamental level the need for nodeindependence from

the knowledge of many a workflow in which it participates while still retaining ability

to take part in decision branches. The literature mainly focuses on distributed node

objects, execution, inter-node communication mechanisms, workflow abstraction as a

graph and user interfaces. The existing methods are compared and contrasted against

these features and critical gap areas are summarized (Table1.2).

Flow mutationis not implemented in any of the examined systems. The concept of

rendering as a servicewhich use introduced in our system, is a recent phenomenon in

the state of the art and only seen in about 6 systems out of 42 systems studied including

our proposed system.

3



Feature number Feature name Abbreviation
1 Domain Agnosticism DA
2 Content based Routing CR
3 Dynamic Routing DR
4 Flow Mutation FM
5 Node Reuse NR
6 Rendering as a Service RS
7 Distributed/Scalable Systems DS
8 User interface Node UN
9 Computational Node CN
10 Web API WA
11 Light Weight LW
12 Internet of things Enabled IE
13 Communication Security CS
14 Node Publication NP

Table 1.1: 14 important features (section3.3) in any workflow system have been iden-
tified that are critical to its wide spread use, scalability and flexibilty which
are depicted in the tabulation here.

1.4 Our contributions

A novel concept offlow mutationcombined with the concept ofrendering as a service

to result a formalism enabling design of highly flexible, scalable and domain agnostic

workflow systems have been proposed. The formalism is generic and any contemporary

technology can be chosen to implement. A proof of concept implementation of the

workflow architecture in Python environment and Flask libraries have been presented.

The PoC is evaluated on a set of 5 scenarios for a smart campus use case, a mimic

smart city use case, machine learning and computer vision use cases and IoT device

connectivity use cases.

1.5 Organization of the thesis

Chapter1 contains introduction to the workflow systems, why it is needed and moti-

vation for building such systems. Also, it contains state ofthe art, gap areas and our

contribution and literature review. Chapter2 includes the background information of

the technologies used - Flask, MongoDB, Python. Chapter3 contains the core architec-

ture, Mathematical formulation and salient features of ourworkflow systems. Chapter

4 contains Use cases pertaining to our workflow system - CourseRegistration and Add

4



S.No Reference 1 2 3 4 5 6 7 8 9 10 11 12 13 14 Feature
coverage

1. Alonsoet al. (1995) 1 0 1 0 0 0 1 0 1 0 1 0 1 1 50%
2. Ceri et al. (1997) 0 0 0 0 0 0 1 0 0 1 1 0 1 0 29%
3. Grefenet al. (2000) 0 0 1 0 0 1 1 0 0 0 1 0 1 1 43%
4. Kappelet al. (2000) 1 0 1 0 0 0 0 0 0 0 1 0 1 0 29%
5. Rinderleet al. (2003) 0 0 1 0 0 1 1 0 0 0 1 0 1 1 43%
6. Caoet al. (2003) 0 0 0 0 0 1 1 1 0 0 1 0 1 1 43%
7. Heiniset al. (2005) 0 1 0 0 0 0 1 0 0 0 1 0 1 1 36%
8. Ludäscheret al. (2006) 0 0 0 0 1 1 1 1 1 0 1 0 1 1 57%
9. Barker and Van Hemert(2007) 0 0 0 0 0 0 0 1 1 0 0 0 1 0 21%

10 . Missieret al. (2008) 0 0 0 0 0 0 1 0 1 0 1 1 1 0 36%
11. Hoffa et al. (2008) 0 0 0 0 0 0 1 0 1 0 0 0 1 1 29%
12. Gil et al. (2010) 1 0 0 0 0 0 1 0 1 0 0 0 1 0 29%
13. Neophytouet al. (2011) 0 0 0 0 0 1 1 0 0 1 0 0 1 1 36%
14. Linke et al. (2011) 0 0 0 0 0 0 1 0 0 1 0 0 0 0 14%
15. Brzezínski et al. (2011) 1 0 0 0 1 0 1 0 0 1 0 0 1 0 36%
16. Ryngeet al. (2012) 0 0 0 0 0 0 1 0 1 0 0 0 1 0 21%
17. Islamet al. (2012) 0 0 0 0 0 0 1 0 1 0 0 0 1 0 21%
18. Wolstencroftet al. (2013) 0 0 0 0 1 0 1 0 1 1 0 0 0 1 36%
19. Pradhan and Joshi(2014) 0 0 0 0 0 0 1 0 0 0 1 0 1 0 21%
20. Mandalet al. (2015) 0 0 1 0 0 0 1 0 1 0 0 0 0 0 21%
21. Chenet al. (2015) 0 0 0 0 0 0 1 0 1 0 0 0 0 0 14%
22. Filgueiraet al. (2016) 0 0 0 0 0 0 1 0 1 0 0 0 0 0 14%
23. Nawazet al. (2016) 0 0 0 0 0 0 1 0 1 0 0 1 1 0 29%
24. Liu et al. (2016) 0 0 0 0 0 0 1 0 1 1 0 0 1 1 36%
25. Li et al. (2016) 1 0 0 0 0 0 1 0 1 1 0 0 0 0 29%
26. Król et al. (2016) 1 0 0 0 0 0 1 0 0 0 0 0 1 0 21%
27. da Silvaet al. (2017) 0 0 0 0 0 0 1 1 1 0 0 0 0 1 29%
28. Tovaret al. (2017) 1 0 0 0 0 0 1 0 0 0 1 0 0 0 21%
29. Mandalet al. (2017) 1 0 1 0 0 0 0 0 0 0 0 0 0 0 14%
30. Simpkinet al. (2018) 0 0 0 0 0 0 1 1 1 0 0 0 1 1 36%
31. da Silvaet al. (2018) 0 0 0 0 0 0 1 0 0 0 0 0 1 0 14%
32. Yanget al. (2019) 0 0 0 0 1 0 1 0 0 0 0 0 0 0 14%
33. Tomsettet al. (2019) 0 0 1 0 0 0 1 1 1 0 0 1 1 1 50%
34. Deelmanet al. (2019b) 0 0 0 0 0 0 1 0 0 0 0 0 1 0 14%
35. Sánchez-Gallegoset al. (2019) 0 0 0 0 0 0 1 0 0 0 0 0 1 0 14%
36. Deelmanet al. (2019a) 0 0 0 0 0 0 1 0 0 0 0 0 1 0 14%
37. Mujezinovíc and Ljubovíc (2019) 0 0 0 0 0 0 0 0 0 0 0 0 1 0 7%
38. Altintaset al. (2019) 0 0 0 0 0 0 0 0 1 1 0 0 1 1 29%
39. Deelmanet al. (2020) 0 0 0 0 0 0 1 0 0 0 0 0 0 0 7%
40. Joseph and Mosweu 0 0 0 0 0 0 1 0 0 0 1 0 0 0 14%
41. Apache(2014) 1 0 1 0 0 0 1 1 0 0 0 0 1 0 36%
42. Proposed Workflow 1 1 1 1 1 1 1 1 1 1 1 1 1 1 100%

Table 1.2: A comparison of state of the art algorithms with respect to the 14 aspects
of any workflow system. Here 0 means, the feature is not addressed and 1
means it is addressed by the corresponding method.

Drop scenario. Chapter5 contains use cases of workflow systems HTTA/HTRA and

general. Chapter6 contains use cases of the data generator in a continual learning sce-

nario. Chapter7 is the final chapter with conclusion and future directions. Chapter8

contains the people who contributed to this project and madeit successfull.
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CHAPTER 2

Background

Technologies used are python-flask, MongoDB, pymongo, brcypt. Data is represented

as JSON objects. Our architecture is based on Microservices.

2.1 Microservices

A microservice is an independent part of a usually large application, communicating

with others over HTTP via the published API. They are independently deployable and

maintainable. They communicate via the REST API they expose, most often in JSON,

which is light-weight to process and transfer.

Benefits of Microservices are:

1. Continuous Integration and Continuous Deployment (CI/CD).
2. Containerization
3. Programming Language and Framework Independent
4. High Scalability
5. High Availability
6. High Resilience

2.2 JSON

JSON stands for JavaScript Object Notation. It is a light weight data interchange format.

JSON Syntax Rules:

1. Data is in name/value pairs.
2. Data is separated by commas.
3. Curly braces hold objects.
4. Square brackets hold arrays.

JSON Example:

{

"rollno":"B123",



"student_name":"Abc",

"year":"2017",

"programme":"B.tech",

"specialization":"Computer Science and Engineering",

"faculty_advisor":"advisor1"

}

2.3 Python-Flask

Flask is a web application framework written in Python. A collection of libraries and

modules that enables a web application developer to write applications without having

to bother about low-level details such as protocols and thread management is called

Web Application Framework. Flask is based on the Werkzeug WSGI toolkit and Jinja2

template engine.

Example code of python flask is shown below.

from flask import Flask

from flask_cors import CORS

app = Flask(__name__)

app.secret_key = "workflowsystem"

CORS(app)

@app.route(’/dashboard’, methods = [’GET’, ’POST’])

def dashboard():

return "Hello World!"

if __name__ == ’__main__’:

app.run(port=’5000’,debug=True)
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2.3.1 WSGI

Web Server Gateway Interface (WSGI) has been adopted as a standard for Python web

application development. Werkzeug is a WSGI toolkit, whichimplements requests,

response objects, and other utility functions. This enables building a web framework on

top of it. The Flask framework uses Werkzeug as one of its bases.

Example code of flask request is shown below.

from flask import Flask, request

from flask_cors import CORS

app = Flask(__name__)

app.secret_key = "workflowsystem"

CORS(app)

@app.route(’/dashboard’, methods = [’GET’, ’POST’])

def dashboard():

if request.method == ’POST’:

f = request.form.get(’id’)

return render_template(’dashboard.html’)

if __name__ == ’__main__’:

app.run(port=’5000’,debug=True)

2.3.2 Jinja2

Jinja2 is a popular templating engine for Python. A web templating system combines a

template with a certain data source to render dynamic web pages. It provides a Django-

inspired non-XML syntax but supports inline expressions and an optional sandboxed

environment.

Example code of Jinja rendering template is shown below.

from flask import Flask, render_template
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app = Flask(__name__)

@app.route(’/’)

def index():

return render_template(’index.html’)

if __name__ == ’__main__’:

app.run(port=’5000’,debug=True)

2.4 Bcrypt

The bcrypt is a password hashing function designed by Niels Provos and David Maz-

ières, based on the Blowfish cipher. The bcrypt function is the default password hash

algorithm for OpenBSD. There are implementations of bcryptfor C, C++, C#, Java,

JavaScript, PHP, Python and other languages.

Example code of creating a hashed password is shown below.

import bcrypt

passwd = b’s$cret12’

salt = bcrypt.gensalt()

hashed = bcrypt.hashpw(passwd, salt)

print(salt)

print(hashed)

Example code of password matching is shown below.

import bcrypt

passwd = b’s$cret12’

salt = bcrypt.gensalt()

hashed = bcrypt.hashpw(passwd, salt)

if bcrypt.checkpw(passwd, hashed):

print("match")

else:

print("does not match")
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2.5 MongoDB

MongoDB is an open-source document database and leading NoSQL database. Mon-

goDB is written in C++. MongoDB uses JSON-like documents with optional schema.

MongoDB works on concept of collection and document.

Database: Database is a physical container for collections. Each database gets its

own set of files on the file system. A single MongoDB server typically has multiple

databases.

Collection: Collection is a group of MongoDB documents. It is a similar to Rela-

tional Database Management System (RDBMS).

Document: A document is a set of key-value pairs. Documents have dynamic

schema.

2.5.1 Pymongo

Python needs a MongoDB driver to access the MongoDB database. That MongoDB

driver is pymongo. PyMongo is a Python distribution containing tools for working with

MongoDB, and is the recommended way to work with MongoDB fromPython.

from pymongo import MongoClient

#Creating a pymongo client

client = MongoClient(’localhost’, 27017)

records = client[’kali_db’][’users’]

#check if userID exists in database

userID_found = records.find_one({"userID": "xyz"})

# To insert data in database

records.insert_one({"userID": "abc"})
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#To delete data in database

records.delete_one({"userID": "pqr"})

# To update one record in databse

records.update_one({’userID’:userID},

{"$set":{’password’:new_password}})
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CHAPTER 3

Proposed Workflow Engine

A formal representation of the system and interpretation isprovided for deeper under-

standing of any workflow system and our specific modifications. The representation is

agnostic of technology and any state of the art mechanisms may be used to deploy. For

the proof of concept and initial working model, the formalism in Python using Flask

micro-services framework have been implemented.

3.1 Formal representation and reasoning

Here a formal representation of the system is presented and its capability in terms of

flexibility and scalability.

1. LetM denote set of all messages, 2V×D

2. HereV is domain specific vocabulary,D is data andM is in key-value format
3. LetN denote set of node identifiers
4. LetW denote set of workflow identifiers
5. LetBN : N×M → [N×M×A] denote set of behaviours
6. Here one message can trigger several actions, therefore list abstraction is used
7. The symbolA denotes an action,
8. Let,A : N×M →W×M denote purpose of the action
9. Let,R : M → M for changing contents of a message using rendering as a service

10. Rendering as a service:corresponds to modification of a message upon user
interaction,m′ = R(m)

11. Let,BW : W×M → [N×M] denote workflow behaviour, to map a message to a
list of nodes

12. Flow mutation: (∃w∈W,m∈ M),∃(m′ 6= m) : (n′,m′) ∈ L,L = BW(w,m)
13. The key point here is presence ofW×M → N×M instead ofW×M → N
14. LetEN = {(n,m)|n∈ N,m∈ M} denote node event store
15. LetEW = {(w,m)|w∈W,m∈ M} denote workflow event store
16. Letnφ ∈ N, wφ ∈ W andmφ ∈ M denote no operation node and workflow and

empty message respectively
17. Fornφ , the functionality is(wφ ,m) = BN(nφ ,m)
18. Forwφ , the functionality is(nφ ,m) = BW(wφ ,m)[0]
19. (Note here thatnφ ,wφ are only for theoretical completeness, there are not actual

function calls in any implementation)

The workflow and node daemons are shown in (Algorithm1) and (Algorithm2)

respectively. Some of the key inferences from thenode processare as here.



• Node behaviour is plug and play, i.e.BN can be dynamically configured
• The actions upon a given message,A can be of two types - computational or user

interaction
• Rendering as a Service:If it is user interaction type,R(m) can be used to render

a messagem∈ M and generate modified content

Some of the key inferences from theworkflow processare here.

• Workflow behaviour is plug and play, i.e.BW can be dynamically configured
• Content drives the routing, i.e.BW(w,m), m∈ M becomes critical
• Flow mutation: The workflow can modify the message, i.e. in[(n′,m′) . . . ] =

BW(w,m), ∃m′ 6= m can be true

Algorithm 1: Node Process

1 Workflow Daemon:
2 EW = EW+< wφ ,mφ >

3 //Infinite iteration
4 while |EW|> 0 do
5 if ∃e∈ EW : e[0] 6= wφ then
6 EW = EW −e
7 w= e[0]
8 m= e[1]
9 NL= BW(w,m) //get list of nodes to which this message is mapped

10 while (∀(n′,m′) ∈ NL) do
11 EN = EN +(n′,m′) //goes to node event store

Algorithm 2: Workflow Process

1 Node Daemon:
2 EN = EN+< nφ ,mφ >

3 //Infinite iteration
4 while |EN|> 0 do
5 if ∃η ∈ EN : η[0] 6= nφ then
6 EN = EN −η
7 n= η[0]
8 m= η[1]
9 AL= BN(n,m) //obtain a list of actions

10 while (∀(n′,m′,α) ∈ AL) do
11 //applying actionα(·, ·)
12 // α can be user interaction or computational type
13 if α is user interactionthen
14 m′′ = R(m′) //using rendering as a service

15 else
16 //whenα is computational type
17 m′′ = χ(n′,m′) //whereχ(·, ·) is a computational node

18 (w′,m′′) = α(n′,m′)
19 EW = EW +(w′,m′′) //goes to workflow event store
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3.2 Schematic of the system

The formalism may be realized in diverse platforms and application technologies. A

software design perspective of the formalism is presented in the schematic (Figure3.1).

The workflow system focuses on flexibility and scalability are addressed at fundamental

level of message routing and processing. In this architecture there are two types of nodes

- (i) user interaction processes and (ii) computational processes.

Figure 3.1: Schematic diagram of workflow system is depictedin this figure. Green
rectangles indicate key functional nodes for UI, Rendering, Computations,
Workflow and Routing logic. There are 4 database each for node, workflow,
routing logic and domain specific key-value information. Routing logic can
be dynamically provided. The blue and orange small circles correspond to
messages before and after modification respectively by the workflow mod-
ule.

The workflows dynamically load routing logistics. This is the plug-n-play mecha-

nism that brings in enormous flexibility to customize for diverse domains and at scale.

A reload of the routing logic does not require the restart of asystem, it can be done on

the fly.

The routing logic modifies the message content as well, whichis called asflow

mutation. This novel concept offlow mutationoffers flexibility to control workflows
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across scenarios. This also decouples a node from the knowledge of workflows in which

it is participating.

A user interface node offers a friendly graphical interfaceto the end user. The

interaction elements are customizable and can be dynamically added or deleted. A

schematic of the user interface node is shown in (Figure3.2).

Figure 3.2: Schematic depiction of a user interface type node. The node processes any
message characterized by user, role and job fields. The interface has in-
teraction elements of diverse types including: file upload of diverse types,
radio button, check boxes, text boxes and submit button. Theexecute button
performs message modification and submission to the workflow. There are
convenience features to do-undo and reset.

The user interface node has the following type of interactions, and can be extended

based on implementation of the formalism in any specific platform.

• Text input
• File upload
• Radio buttons
• Check boxes
• Submit buttons
• Other may be added as required in any specific implementation.

The node execute button, confirms the data entered by the userand send themodified

messageto the workflow. The back-end workflow system then processes the message

and routes the messages with or without modification to subsequent nodes and the sys-

tem continues.

A user interface node interacts with a number of back-end modules. As the node
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becomes agnostic of the workflows, it becomes thin. A thin node still requires visual-

ization of content and interaction with user. This visualization as well can be off-loaded

as this is a common requirement across nodes.Rendering as a serviceis made. The

sequence of interactions with backend system are shown in (Figure3.3) in adashboard.

• STEP 1: Login. Authentication happens in this step.
• STEP 2: Selection of role and job.
• STEP 3: Visualization of the rendered message by the Rendering Service
• STEP 4: User interaction via graphical elements
• STEP 5: Node execution

In addition, there are further options available to the usersuch as,

• STEP 6: Add new/Delete/Modify jobs
• STEP 7: Add new/Delete/Modify templates
• STEP 8: Add new /Delete/Modify routing logistics

Figure 3.3: This is a depiction of sequence of steps in a typical user interaction node.
The green rectangles indicate action modules and the numbered circles de-
note the sequence of steps. The orange rectancles indicate background mod-
ules and their relationship to the foreground interface. The detailed steps are
covered in the manuscript text.

3.3 Features

16



3.3.1 Domain Agnosticism

All the workflow systems that have ever been built, were builtfor a particular domain or

purpose. For example, a workflow system built for a pharmaceutical industry may not

be suitable for an automobile industry as their requirements vary. The proposed engine

is agnostic of all those and can cater to any use case. It provides all the bare basics upon

which one can customize. The engine just acts as a ‘router’ ofinformation from node

to node, which routes based on some of the parameters of the content. The engine is

unaware of this and just routes the information.

3.3.2 Content-based Routing and Dynamic routing

In traditional workflow systems, there’s no way to load routing conditions dynamically

and content-based routing was not available. But here that problem is solved using

a separate module that can be loaded dynamically, which has all the decision-making

logic for content-based routing. Content-based routing means the nodes to which the

information be forwarded will be decided based on some of theparameters in the infor-

mation. And all that decision-making logic will be in a separate module and is loaded

dynamically based on requirement. Those modules can be separate for each workflow

and can be loaded based on requirement. They have a special function which will be

called in the central engine. The received data in the central engine and the previous

node’s ID are passed to the function and it returns a list of nodes to which the data has

to be sent.

3.3.3 Flow Mutation

If a node is participating in multiple workflows, then corresponding to each one, there

should be a piece of logic inside the node. This increases thecomplexity of a node and

its scalability is at stake. However, in our architecture, thepostmanlevel orchestrator

is upgraded to acoordinator. The coordinator not only looks at the message, it also

modifies it as required (Figure3.4). The node becomes so simple that, a typical user

interface node needs to just render action fields to a user. This enables rendering itself

as a service.
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Figure 3.4: A depiction of theflow mutation concept. The present workflow systems
consider a router as apostmantype there by leading to higher node com-
plexity. The figure depicts a complex node coupling with routing logic and
rendering. The figure depicts the effect of decoupling a nodewith routing
logic and making it acoordinatortype and allowing flow mutation. A user
interface node is processed by the concept ofrendering as a servicewhere
interface itself is dynamically generated.

In the formal representation, the orchestration logic can modify the content leading

to plug-n-play of workflows. In the proposed architecture there are three main aspects:

(i) routing logic modifies the message, (ii) rendering as a service and (iii) two types

of nodes. These aspects combined with micro services framework and plug-n-play

workflow and node models, lead to a highly customizable workflow system.

3.3.4 Node Reuse

The nodes in the system are like functions in a programming language. Reusable. Be-

cause a node does its job irrespective of the previous node and the next, a node can be

included in a number of workflows simultaneously. All the jobs will be carried out one-

by-one or in parallel if the node is a compute node and can be multi threaded.

3.3.5 Rendering as a Service

The service for rending offers rich types of interface elements such as file upload, text

boxes, radio buttons, check boxes and submit buttons. Theseinteraction elements can

be dynamically added as the message flows through the workflowsystem. Hence there
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is a mechanism where each message comes with its own rendering template as an at-

tribute for consumption by graphical nodes

3.3.6 Distributed Nature of Workflow System

The system itself is highly distributed (Figure3.5). On a single computer, there can be

several instances of workflow system. On multiple computers, the multitude of work-

flow system instances can talk to each other. The inter communication happens between

a local and a remote system through use oftransfer workflows. The transfer workflows

remit messages in a receiver node dedicate in each workflow system instance for receipt

of message.

3.3.7 User-Interface Node

User should be able to view and edit the job information in a graphic user interface.

Information gathered should be parsed and sent to workflow engine.

3.3.8 Computational Node

The workflow should be able to do computation without user interaction. Computa-

tional nodes are used in machine learning scenario. Refer chapter 55 for use cases on

computational nodes.

3.3.9 Web-API

All the nodes communicate over HTTP via REST API, which makesa nice abstraction

of resources. The entire information that flows will be in JSON making it really easy

and light-weight to store and process.

3.3.10 Light Weight

The system is very lightweight can be executed on low end devices such as raspberry pi

in addition to server grade execution. (20 lines of code,less than 1MB of RAM required).
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The user interface is flexible where rendering can also be obtained from other systems.

The proof of concept implementation is light weight which enablesedge IoT devices to

run mini workflows and act as mini nodes and participate in a larger workflow system

3.3.11 IoT Enabled

In today’s modern world with a wide variety of scenarios, IoTs have become an integral

part of business processes. They collect data from the physical world and help us take

actions accordingly or may be give it certain instructions to do an operation. Surveil-

lance cameras, TVs, air conditioners and projectors., havebecome internet-connected.

Including IoTs in workflows could be quite useful in many use cases. ‘Smart Campus’

and ‘Smart City’ are two of the biggest use cases for workflowswith IoTs. Traffic

management in a city and academic activities in a Universitycan be simplified with

a workflow which has support for IoTs. Unfortunately, not allworkflow systems in

the market support IoT devices. And since the proposed system does not differentiate

between nodes, IoTs can be seamlessly integrated in any workflow.

3.3.12 Communication Security

Security can be an issue while transferring information. But as in the proposed architec-

ture, all the communication can happen on top of HTTPS which makes it secure. Also,

explicit encryption can also be done at the nodes and transfer the information.

3.3.13 Anonymity of Nodes

One of the most important features of the proposed engine is the anonymity of the nodes.

The nodes are anonymous to each other as they don’t interact with each other. A node

receives information from the central engine and irrespective of the previous node, this

node does its job and sends its response back to the central engine. In this way, no node

will know the existence of other nodes.
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Figure 3.5: A highly distributed workflow system is depictedhere. (A) Denotes the
workflow system instance which as nodes of two types computational and
interaction type, local workflows and a transfer workflow. Ithas databases
for nodes and workflows. (B) Denotes one computer having multiple work-
flow system instanced deployed and running simultaneously.(C) Denotes
a scenario of multiple computers, each with a multitude of workflow sys-
tem instances and inter communicating via transfer workflows and reciever
nodes.

3.4 Proof of concept using Python and Flask

The formalism is implemented in Python environment using Flask libraries for micro

services. A schematic view of the framework is shown in (Figure 3.6). Rendering

service is provided as a function inside views.py file. Templates are stored in a template

database, out of which one selected and loaded by the rendering service. The render

service uses Flask render_template API to generate HTML by processing input JSON

objects. The file process_wf.py executes routing logic, which is the workflow engine. It

can load on the fly routing codes. The exclusive schematic forworkflow engine is shown

in (Figure3.7). The process_wf.py fetches the routing codes and the corresponding

services functions and modifies the jobs and messages. The modified jobs are deleted

from workflow database and inserted into the node database.
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Figure 3.6: This figure depicts modules in the proof of concept system built using
python and flask libraries. The user interaction componentsare shown in
green colour. The HTML box corresponds to user visualization and interac-
tion with graphical elements. Databases for node, workflow and templates
are shown as cylinders. Arrows indicate flow of data or next steps. The
annotations on top of arrows denote specific relationships.

Figure 3.7: This figure depicts the process_wf.py module built using python. Databases
for node and workflow are shown as cylinders
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CHAPTER 4

Results - Course Registration/AddDrop Forms

4.1 About this Chapter

The proof of concept and the core architecture discussed previously are verified in this

and the subsequent two chapters by demonstrating various use cases incorporating both

user nodes and computational nodes. Three types of use casesare shown here. They

are:

1. Academic use cases involving processes course registration, adding or dropping
courses, exam invigilation duties, half-time teaching andresearch assistantship
forms. Implementing such use cases is part of the Smart Campus System, making
such institute processes seamless.

2. A simple general use case to illustrate adding dynamic data to the user node.
3. Data Generation involving computation nodes.

The proposed system works on top of HTTPS, a secure encryptedconnection over

the internet, to eliminate any security issues. The proposed system implements REST-

ful web services, and every node will act as a micro service and irrespective of the

technology used at the node. Since the REST paradigm enforces the abstraction of re-

sources, nodes can communicate with the central engine without any problem. All the

communication occurs in JSON form, a universally accepted format for data sharing,

which is also lightweight for processing.

4.2 Course Registration

This use case involves an example of a smart campus scenario where students enrol for

courses, the sequence is depicted in fig.4.1.

First, the academic section need to login user their username and password as shown

in fig. 4.2. The corresponding dashboard is shown in fig.4.3. On the right, there is a

button called as Add Job. On clicking, various templates aredisplayed. These templates

are accessible only to the academics. Click on course registration as shown in fig.4.4.



Figure 4.1: The figure depicts flow of steps in the scenario forcourse registration in an
academics scenario.

In this job which is created, academics should give a job name, branch and an empty

course registration form as shown in fig.4.5. On clicking the submit button, the job is

sent to all the students.

Figure 4.2: The figure depicts the login page with academics credentials.

Now, students can login and see course registration job fig. (4.6) and the empty

course registration form that the academics have sent to them fig. (4.7). Students can

fill this PDF form with the necessary details along with theirsignature. On submit, the

job will be sent to that corresponding faculty advisor.

Now, the faculty advisor checks the PDF form signed by the student fig. (4.8), signs

it and executes the job. This job is sent to academics fig. (4.9). The student gets a

notification that the faculty advisor has sent this job to theacademics.
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Figure 4.3: The figure depicts the dashboard of academics.

Figure 4.4: The figure depicts the templates available for academics.

Figure 4.5: The figure depicts the rendered job for academics. Academics has entered
the job name and uploaded the empty Course Registration form.
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Figure 4.6: The figure depicts the rendered course registration job in the Student Dash-
board.

An additional service node, acads_bg.py can be used to download all the files in a

structured directory as shown fig. (4.10).

4.3 Add/Drop Course

This use case involves an example of a smart campus scenario where students enrol

for courses and later change their decision is depicted in fig. 4.11. The scenario is as

follows:

First, the academic section logs in using their username andpassword. The corre-

sponding dashboard is displayed. The academics can add a newjob for add/drop course

from the preexisting templates as shown in fig.4.12. In this template job, the academics

can enter the job name and upload an empty add/drop course PDFform as shown in fig.

4.13. On submit, the job is sent to all the students. The message after submit is as

shown in fig.4.14. There is a database collection containing all the student details like

name, roll number, faculty advisor, branch, year, batch. Now, students can login and see

add/drop course job (fig.4.15) and the empty add/drop form that the academics have

sent to them (fig.4.16). Students can fill this PDF form with the details of courses,cor-

responding instructors and other information along with their signature. The students

also have to enter the course ID for which the corresponding instructor’s signature is

required and upload the filled form as shown in fig.4.17. On submit, the job will be

sent to that corresponding instructor.
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Figure 4.7: The figure depicts the empty course registrationform sent by academics to
the student.
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Figure 4.8: The figure depicts the rendered course registration job in the Faculty Adiv-
sor Dashboard, containing the form filled by student.

Figure 4.9: The figure depicts the rendered course registration job in the Academics
Dashboard, containing the form filled by student and acknowledged(signed)
by Faculty Advisor.

Figure 4.10: The figure depicts the directory where all the signed course registration
form is downloaded automatically.
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Figure 4.11: The figure depicts flow of steps in the scenario for course add and drop in
an academics scenario.

Figure 4.12: Figure showing adding a new job for add/drop course template

Figure 4.13: Figure showing academics entering the job nameand uploading PDF form
just before sending to students

Figure 4.14: Figure showing a message after submit and job isprocessed
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Figure 4.15: Figure showing student’s dashboard

Figure 4.16: Figure showing empty add-drop course PDF form
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Figure 4.17: Figure showing student’s dashboard with job just before sending to course
instructor

The instructor can now login and see the pending add/drop jobs from the students(fig.

4.18). The instructor can verify the PDF form signed by the student(fig. 4.19) and up-

Figure 4.18: Figure showing course instructor’s dashboard

load their form after signing(fig.4.20). On execute, this job will be again sent to the

student. The student can now see the job and(fig.4.21) only verify the add/drop PDF

form(fig. 4.22). After verification, the student can now edit the course ID again and

send this form to another instructor as needed. It is to be noted that the student can

send this form to his/her faculty advisor at any time. By default, this option is given as

’NO’. After all the course instructor(s) sign the add/drop course PDF form, the student

can now select ’YES’ for sending it to the faculty advisor. Let’s say the student needs
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Figure 4.19: Figure showing PDF form sent by the student to the course instructor

Figure 4.20: Figure showing course instructor’s dashboardbefore sending to student
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Figure 4.21: Figure depicting student dashboard with job received from the first course
instructor

Figure 4.22: Figure showing PDF from filled by one course instructor
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the signature of another course instructor. The student changes the course ID, sends to

instructor, the instructor verifies, signs and on submit, the job goes to student again(fig.

4.23). This can be repeated many times as shown in fig.4.11. Finally, student selects

Figure 4.23: Figure showing the student dashboard with job received from course in-
structor

’YES’ and submits to faculty advisor(fig.4.24).

Figure 4.24: Figure depicting student dashboard with sending to faculty advisor radio
button changed to ’YES’

Finally, the faculty advisor logs in(fig.4.25), checks the PDF form signed by the

student(fig.4.26) and the course instructor(s), signs it, uploads the form and submits the

job. This job is sent to academics. Under the role, add/drop course forms, academics
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Figure 4.25: Figure showing faculty advisor’s dashboard

Figure 4.26: Figure showing PDF form filled by two course instructors
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can see all the students’ forms as shown in fig.4.27. The PDF file received is completely

Figure 4.27: Figure showing jobs received from students by academics

filled(fig. 4.28). The student can view all the notifications to get acknowledged that the

faculty advisor has sent this job to the academics. This is shown in fig. 4.29. Similar to

course registration, An additional service node, acads_bg.py can be used to download

all the files in a structured directory.
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Figure 4.28: Figure showing completely filled add/drop form

Figure 4.29: Figure showing Student Notifications
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CHAPTER 5

Results - HTTA/HTRA Forms

5.1 HTTA/HTRA forms

This use case involves an example of a smart campus scenario where students fill the

HTRA/HTTA form, the sequence is depicted in Fig.5.1.

Figure 5.1: The figure depicts flow of steps in the scenario forHTRA form in an aca-
demics scenario.

First, the academic section need to login user their username and password. The

corresponding dashboard. On the right, there is a button called as Add Job. On clicking,

various templates are displayed. These templates are accessible only to the academics.

Click on HTRA as shown in Fig.5.2. In this job which is created, academics should

give a job name and an empty HTRA form as shown in Fig.5.3. On clicking the submit

button, the job is sent to all the scholars.

Now, the scholars can login and see the HTRA job (Fig.5.4) and the empty HTRA

form that the academics have sent to them (Fig.5.5). Students can fill this PDF form

with the necessary details along with their signature. On submit, the job will be sent to

that corresponding TA Supervisor.



Figure 5.2: The figure depicts the templates available for academics.

Figure 5.3: The figure depicts the rendered job for academics. Academics has entered
the job name and uploaded the empty HTRA form.

Figure 5.4: The figure depicts the rendered HTRA job in the Student Dashboard.
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Figure 5.5: The figure depicts the empty HTRA form sent by academics to the student.
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Now, the TA Supervisor checks the PDF form signed by the student (Fig. 5.6),

signs it and executes the job. This job is sent to corresponding guide. The student gets

a notification that the TA Supervisor has sent this job to the guide (Fig.5.7).

Figure 5.6: The figure depicts the rendered HTRA job sent by student to the TA super-
visor. The supervisor can click on the PDF file to view the form.

Figure 5.7: The figure depicts the notifications of the student.

Now,guide can check the PDF form signed by the student and TA Supervisor (Fig.

5.8), signs it and executes the job. This job is sent to academics(Fig. 5.9). The student

gets a notification that the guide has sent this job to the academics. An additional

service node, acads_bg.py can be used to download all the files in a structured directory

as shown in Course Registration use case.

5.2 General

For a general template, let’s consider a simple use case. There are three nodes:nx, ny

andnz. The routing takes place as:nx → ny → nz. First,nx is logged in. Add a general

template as shown in fig.5.10.
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Figure 5.8: The figure depicts the rendered HTRA job sent by TASupervisor to the
guide. The guide can click on the PDF file to view the form.

Figure 5.9: The figure depicts the job containing the completly filled HTRA Form.

Figure 5.10: Figure showing dashboard ofnxand adding a general template
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Job name and role name can be added as required(fig.5.11). On submit, the job

Figure 5.11: Figure showing entering job name and role name in general template

gets sent to nodeny. Logging in tony, the role and job are displayed.

Dynamic data which could be of text, dropdown, checkbox, radio button or file type,

an be added usingAdd Databutton. This is shown in fig.5.12. As an example, text(fig.

Figure 5.12: Figure depicting different fields of data that can be added

5.13) and drop down(fig.5.14) are added as shown in fig.5.15. Also, checkbox(fig.

5.16), radio(fig. 5.17), file(fig. 5.18) fields are added as shown in fig.5.19. There

is a remove button to remove the fields as needed. The fields arefilled as shown in fig.

5.20and on submit, the job is sent tonz. nz logs in and sees the job that has been sent

by ny(fig. 5.21).
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Figure 5.13: Figure depicting adding text field
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Figure 5.14: Figure depicting adding drop down field

Figure 5.15: Figure showing job after adding text and drop down fields

45



Figure 5.16: Figure depicting adding checkbox field
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Figure 5.17: Figure depicting adding radio button field
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Figure 5.18: Figure depicting adding file upload field

Figure 5.19: Figure showing job after adding all the possible fields
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Figure 5.20: Figure showing job after filling in the data in all the fields added

Figure 5.21: Figure showingnzdashboard and the job received fromny
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CHAPTER 6

Results - Data Generator based Continual Learning

Systems for Edge Devices

6.1 About this Chapter

Neural networks suffer from Catastrophic forgetting problem when deployed in a con-

tinual learning scenario. Pseudo rehearsal is a technique where a generator is used to

synthetically generate training data of the previous task to retrain the neural network to

prevent forgetting. Edge devices usually have severe computational and memory con-

straints which limits the deployment of pseudo rehearsal schemes directly on them. In

this chapter, a continual learning system that deploys the generator on a server and reg-

ularly updates the neural networks deployed on the edge whenever required is demon-

strated.

6.2 Remote Data Generation (RDG) architecture

This scalable and flexible system, to implement synthetic data generation is proposed as

a service, that is called as Remote Data Generation (RDG) architecture and it consists

of a Data service, Prediction service, Training service, and Controller service. Two

types of nodes are possible in this workflow: User-Interface(UI) nodes such as the

controller, where the parameters of the model are configured, and computational nodes

such as Prediction service, Training service, Data service. The role of each service is as

follows.

6.2.1 Prediction-Service

The prediction services’ primary function is to generate predictions for given input data

using the deployed neural network. In case of a federated learning setting, the predic-

tion service could be running on the edge device. And in case of a centralized setting,



the prediction service also could be running on the cloud using a copy of the deployed

neural network to improve latency times. The prediction service plays an integral role

when generating synthetic data using Genetic Algorithms. The synthetic data is gener-

ated by constant interactions between the data service and the prediction service.

6.2.2 Training-Service

Training-service is designed to retrain the model using thesynthetic-data generated by

Data service. It updates the model, and that updated versioncan be deployed to the

edge devices. One significant advantage of implementing a separate microservice for

training the neural networks is that, while other services can be deployed on cheaper

hardware with low computational capabilities, the training service can be deployed on

specialized hardware that are optimized for training processes.

6.2.3 Data-Service

Data Service’s primary function is to generate synthetic data or provide original data

for retraining neural networks deployed on edge devices. Ittakes labels or class as

input and produces respective data as output. The data service could consist of a data

generator like GAN, GMM or Genetic Algorithms or could be a database consisting of

original data directly.

6.3 Genetic Algorithm (GA) as a data generator

This is an micro-service style implementation of the systemproposed bySuri and

Yeturu(2020), where synthetic data is generated by a series of communications between

Genetic Algorithms and the deployed neural network.

To generate the synthetic data for a target class, the Genetic Algorithm begins with

a random set of images which are then given to the deployed network for prediction.

the softmax confidence of the network on these images for the target class is considered

as their fitness scores. the fittest 24% individuals are sent to the next generation, where

a series of mutation and cross-over operation are followed to populate the next genera-
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Figure 6.1: Figure shows the interaction between controller and the database via work-
flow system when generating synthetic data using Genetic Algorithms.

Figure 6.2: Figure shows the shows the retraining process ofthe system after synthetic
data has been generated.
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tion. This is repeated until the organisms of a given generation reach a certain fitness

threshold.

To implement this technique, a Genetic Algorithm is implemented as the generator

service. the GA service generates synthetic images and sends them to the prediction

service via the workflow. the prediction service predicts the score using the deployed

model and returns it to the workflow system. GA service uses the predicted scores to

generate a new batch of images. the controller specifies thenumber of generationsup to

which the service should generate images. Each generation will generate images where

the fitness of population is greater than previous generation’s.

Figure6.1 shows the steps involved in generating synthetic data from atime and

event perspective. A step-wise list of interactions between the services is provided

below:

• STEP 1: At time stepT1, thecontroller node requests to begin the training via
workflow and the GA service generates the first batch of images.

• STEP 2: AtT2, images or synthetic samples that are generated by the GA service
are sent to Prediction Service via the workflow.

• STEP 3: AtT3, the Prediction service receives the images and then returns the
prediction scores for all the images.

• STEP 2 and 3 are repeated until a certain fitness threshold isreached or until the
number of iterations is finished.

• STEP N-2: AtTN−2, the score for each synthetic sample is sent to the GA service.
• STEP N-1: AtTN−1, the GA Service realising that the fitness threshold has been

reached will send the final synthetic data to the controller via the workflow.
• STEP N: At time stepTN, the workflow routes the synthetic data to the controller

and message is sent to GA service to stop the training.

All the request which happen between nodes/services and workflow happen as post

requests and data flows as JSON objects. An independent session is opened between the

GA service and prediction service to increase the throughput of the system by allowing

simultaneous executions for multiple systems. Figure6.2shows the steps involved after

this synthetic data is received by the controller from the workflow. the controller has

two jobs to do: (1)To start the session; (2) To evaluate the quality of the synthetic data

generated. After receiving the synthetic data, the controller is presented with an option

to whether or not retrain the model on this new synthetic data. On being satisfied with

the quality of the generated data, the controller can push the synthetic data along with

the command to "retrain" the model to the workflow system. theworkflow system then

routes the synthetic data to theTraining service.
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A copy of the synthetic data sent is also sent to thedata backup servicethat stores the

synthetic data for future use. If the generated images’ fitness score is not high enough,

then the controller instructs the workflow (by setting the message "delete_data") to

delete the synthetic data. Training service will retrain the model based on the synthetic

data and upgrade the model. Now this upgraded model can be sent to edge devices for

deployment.

6.4 General Adversarial Networks (GAN) as a data gen-

erator

Figure 6.3: the block diagram shows the interactions between various services when
either GMM or GAN are used as Data services.

Shin et al. (2017) suggested use of Generative Adversarial Networks (GANs) as

generatorsto generate synthetic data. In this technique, instead of storing the original

data, a Generative Adversarial Network is trained until it can synthetically recreate the

original data. This fully trained GAN is stored in a databaseand the original data is

then discarded. This technique greatly saves space as storing a GAN consumes much

lesser space compared to storing entire original data. In the beginning of the process,

the controller sends the request to workflow with the required target labelsas shown in

Figure6.3.

Theworkflow systemthen sends the request todata servicewhich in this case has a
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Figure 6.4: the figure shows the concept of pseudo rehearsal.the synthetic data of pre-
vious batch, generated using GAN or GMM are interleaved withthe newly
arrived training data.

GAN in it. the request is send as a JSON object which has message field with various

flags and variables that describe the desired properties of the synthetic data.

Data service then generates the synthetic images upon request and sends back to

the workflow system. Since the data generated by GAN is unlabelled, the workflow

system sends the synthetic data to the prediction service where it predicts the labels of

the generated samples. these predictions are sent back to the workflow. the workflow

system finally filters out the samples belonging to the targetclasses based on the newly

generated labels and sends these samples to the controller for retraining.

6.5 Guassian Mixture Models (GMM) as Data Genera-

tor

In a Gaussian Mixture model, the dataset is assumed as a collection of n Gaussians. A

Gaussian Mixture Model can also be used as a data generator for pseudo rehearsal. Just

like using GAN as a generator, using of GMM as a generator follows a similar process.

the controller first initiates a request to generate samplesof the target classes with the

workflow. The workflow sends a command to the GMM which is in thedata service, to

start generating synthetic data. the data service respondsback to the workflow system
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with the synthetic data. As the synthetic data is unlabelled, the workflow systems sends

the data to the prediction service which labels the data. Theworkflow system uses

these labels to filter out the samples belonging to the targetclasses and sends them to

the controller.

6.6 Original Data as a service

Figure 6.5: Figure shows the interactions between the Controller and the database con-
taining the original data.

Robins (1995) proposed the concept ofRehearsal, where the neural network is

trained on original data of the previous task to prevent catastrophic forgetting. However,

storing of entire previous data requires allocation of considerable memory resources

which is not feasible for edge devices. therefore, by deploying the original data on

the cloudas-a-serviceand then requesting the subset of it according to the need of the

deployed model might be an optimal solution. The proposed architecture can be used

in both federated learningBonawitzet al. (2019) setting where each deployed model

is personalized according to the user, or a centralised setting where a central controller

periodically pushes one uniform model to all the edge devices. Figure6.5depicts a cen-

tralised setting where a human controller initiates the request for data. The controllers

request is routed to the workflow, which in turn raises a request with the original data

service. the data service returns the requested data to the workflow system which routes

it to the controller. the controller is then presented with achoice whether to re-train
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the model on it or not. If the controller chooses to retrain the model, the synthetic data

is passes to thetraining servicewhich loads the model and retrains it. This retrained

network can be considered as the upgraded model which is thenpushed to edge devices

for deployment. In contrast, in a federated learning setting, the retrain service is present

on the edge device itself, where the deployed model is retrained and then deployed.

6.7 Implementation Details

The proposed system was implemented completely in Python language, however, it has

to be noted that the user is free to implement any of web-services using a different as

the proposed system is platform agnostic.Flask library Grinberg(2018) was used to

build and deploy all the web-services whileRequestslibrary was used to implement

the HTTP POST and GET requests.NumpyHarriset al. (2020) was used to represent

and generate synthetic data throughout the system. Representing the data using Numpy

arrays allows us to use the system in non-image applicationsas well. MongoDB was

used to implement all the databases in the system. The reasonfor selecting MongoDB

over SQL is that JSON objects were used to transmit data between different services

in our workflow. As SQL has statictable-orienteddesign where the columns of the

table have to be predefined, inserting JSON objects with varying sizes is not possible.

As MongoDB is the NO-SQL database with little restrictions over the structure of the

database, JSON objects with varying sizes can be inserted into MongoDB with ease.

This flexibility offered by MongoDB influenced our decision to select it over an SQL

based database.Pymongolibrary was used to connect the web services with the Mongo

Database.

All the neural networks were developed in KerasChollet (2015) with Tensorflow

Abadi et al. (2016) running in the back-end. The Gaussian Mixture Model was imple-

mented in SklearnPedregosaet al. (2011). the system was tested on MNIST Digits

LeCun and Cortes(2010) and MNIST FashionXiao et al. (2017) data sets which were

available as a standard data-set in Keras.

The experimentation was carried out on a network of three systems with Intel Core

i7 Quad core. The three systems had 7.7GB, 7.7GB and 16GB of available RAM space.

The systems were connected using a Wi-Fi (802.11n) router with a link speed of 150
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Mbps between each system and the router. All the micro-services were launched on

different systems.
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CHAPTER 7

Conclusions and Future Directions

Various state-of-the-art systems have been studied and thecommon features have been

identified. A formalism for representation and study of workflow systems at the funda-

mental level is presented here. The formalism offers highlyscalable and light-weight

architecture to create workflows for any problem scenario involving the concept of mes-

sages and steps between processes. In the proposed system, aworkflow itself can be

dynamically configured and deployed in the runtime without interrupting the execution

of the system. A novel concept offlow mutation in the formalism where the routing

logic can modify the message before delivering it to a node isintroduced. This offers

theoretical power to decouple a node from the routing logic making it very light weight.

Rendering as a servicefor user interface type nodes which are already made thin by

flow mutation concept is introduced. The formalism may be realized in any contempo-

rary technology of choice as demanded by a domain. A proof of concept using Python

and Flask libraries has been presented. The system is scalable to execute on diverse

levels of hardware from high end computers to even low end Iotdevices. In our PoC

implementation any node can be published and discovered by including its identifier

in the workflow messages. The nodes and workflows may be distributed across sys-

tems and can be run on local machines in a secure way. Communication between nodes

and workflows happens through micro service invocations making the system extremely

flexible and adaptable. The usefulness of the system in smartcampus and data genera-

tion use cases has been evaluated. This shows the usefulnessof our formalism to build

a truly domain agnostic workflow system.

A formal representation of a workflow system is introduced toinclude the following

concepts -

• Formalism ofFlow Mutation- a novel concept, where router modifies or mutates
the message before delivering to the node

• Flow mutationresults in plug-n-play of workflow routing logic
• Formalism of condition based routing where target node is determined based on

message fields and their values
• Formalism of node actions andrendering as a servicefor user interaction type
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• Event queue, node queue for continuous flow of data in the system
• The formalism offershighly scalable and light-weight architecture to create work-

flows for any problem scenario involving concept of messagesand steps between
processes

• Hence there is a system whereworkflow itself can be dynamically configured and
deployed in the runtime without interrupting the executionof the system

• The formalism is very generic and can be realized in any contemporary technol-
ogy of choice.

• The system has been deployed at:http://services.iittp.ac.in/workflow.

Nodes’ messages are stored on its database. As evident from the workflow architec-

ture, node messages are workflow, workflow processes those messages and sends the

data to the target node. The data floats between workflow and node in units of time to

the workflow engine. The rate of providing this data to the workflow can be calculated

as time taken to process its data.

Appropriate time testing of the system was done and the results were that the sys-

tem processed2000messages in18seconds. Of course, the system depends on network

bandwidth, processor and memory, but the workflow system (database) is highly scal-

able, so throughput can be met with our own requirements.

Future directions: Integration of the workflow system with contemporary blockchain

technology and name based routing protocols can go further into device factors at scale.

On the user convenience front, a graphical interface for routing logic needs to be pro-

vided. The proof of concept system requires better performance analysis on metrics for

communication between nodes and workflows, storage and retrieval and user interface

response. The workflow system needs to provide a dashboard asa smart application and

to be evaluated for battery and processing requirements. A platform for creation, publi-

cation and market store for workflow applications on the general purpose system needs

to be provided to enable widespread use and to spin the wheel of micro-economy over

this open technology. Work is actively underway to provide the features for suspend,

resume, fork, join need to be provisioned in the proof of concept implementation.

Provision for compensatory workflows: Some actions in a workflow need to be un-

done and exception handling is a routine requirement in any administrative or business

scenario. For this purpose, compensatory workflows need to be created. In our pro-

posed architecture the compensatory workflows can be included as any other regular

workflows by just defining the routing logic and handling exception conditions.
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CHAPTER 8

Contributions

The original idea and architecture was proposed by Dr. Kalidas in 2018 and majority

of the core engine for flow mutation and a placeholder code rendering as a service was

written by him. Subsequently 2018 batch M.Tech students experimented with addition

of use cases. Our contributions in discussion with Dr. Kalidas are additional functional-

ity to the core engine for provisioning a working subsystem for rendering as a service,

concept of self service in node, and demonstration of use cases for academics. MS

Scholar Suri Bhasker Sri Harsha also contributed in the synthetic data generation use

case with the workflow.



APPENDIX A

Installation

Installation of our software is pretty easy.

• Install the latest version of Python here:https://www.python.org/downloads/
• Download MongoDB from:https://www.mongodb.com/try/download/
community. Install MongoDB Community Server and MongoDB Compass
from official Website for particular platform.

• Download our code from:https://github.com/Sushmitha999/Workflow.

After installing Python and MongoDB, follow the these steps:

Setting up a virtual environment (optional)

ForWindows:

• Install virtual environment:

py -m pip install --user virtualenv

• Create a virtual environment:

py -m venv env

• Activation:

.\env\Scripts\activate

ForLinux/MacOS:

• Install virtual environment:

python3 -m pip install --user virtualenv

• Create a virtual environment:

python3 -m venv env

• Activation:

source env/bin/activate

To use the software, use the following steps:

1. Run the following to install the required Python packages:

python -m pip install -r requirements.txt

2. Run the following once to insert docs into the database:

pip install add_collection.py

https://www.python.org/downloads/
https://www.mongodb.com/try/download/community
https://www.mongodb.com/try/download/community
https://github.com/Sushmitha999/Workflow


3. To start the flask server:

python views.py

4. Start the workflow engine:

python process_wf.py

5. For academics use cases, run the background service:

python acads_bg.py
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APPENDIX B

Call Flow Graph

The flow of interaction between the python functions in routing, HTML files and JavaScript

functions is described here using 5 figures. The blue boxes represent the python func-

tions. The yellow boxes represent JavaScript functions. The red boxes represent the

HTML files and if any JavaScript function is used in a HTML file,the yellow box with

the JavaScript function resides in the corresponding HTML red box.

The figureB.1represents the hierarchy of various HTML files where the layout.html

is the main base file. The rest of the files are child files. The layout.html file contains

load_functions function which loads when the dashboard of auser is loaded. The sub

functions of load_functions are also shown.

Figure B.1: The figure depicts the HTML file inheritance with layout.html as base
HTML file.

The figureB.2 shows the routing between the basic HTML files and the python

functions. The figureB.3 shows the routing for fetching and deleting notifications.

The figureB.4 describes the routing for adding templates which includes fetching

templates, adding a selected template as a new job. It also shows the rendering of jobs

and submitting a job.

The figureB.5 shows the flow of functions between the main workflow engine and

the routing logic (conditions.py). The workflow engine (process_wf.py) uses the func-

tions for making the necessary changes to the academics messages. The functions are

present in acads_wf.py.



Figure B.2: The figure depicts routing for basic HTML files

Figure B.3: The figure depicts routing for adding templates and job rendering.
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Figure B.4: The figure depicts routing for notifications.

Figure B.5: The figure depicts flow of workflow engine for academic use cases as an
example.
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